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Abstract— In crime scene investigation, it is often the case that a single fingerprint image is found. In fingerprint authentication system it is 
common that a single fingerprint image is captured and applied during the verification stage. However, two questions can be asked: (1) 
How reliable is it to identify an individual based on a single image? (2) Does short-time interval have any effect on matching?  In this paper 
experiments with individual fingerprint images from six databases are carried out and the findings are reported. 

Index Terms— Single image, Fingerprint minutiae template, Automatic user verification, Genuine match rate, Accuracy, Database, False 
non-match rate, Short-time interval.   
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1 INTRODUCTION                                                                     

IOMETRICS is defined as the recognition of an individual 
based on his/her peculiar physiological and/or behavior-
al characteristics. In general, physiological features, such 

as iris, fingerprint, hand geometry, face, are more stable and 
thus can be utilized to identify a person more accurately than 
behavioral features, such keystroke, signature, gait, etc. 

Among various commonly used physiological biometrics 
iris is still regarded as one of the most stable and accurate bi-
ometrics [6], [7], in spite of the fact that ageing does degrading 
the performance of iris recognition, as indicated by a few re-
searchers [13], [14], [15], [16]. Even though face biometrics is 
widely used for recognition, many researchers [17], [18], [19], 
[20], [21] have studied the ageing effects on face recognition 
due to its long-term instability. 

Fingerprint is a broadly employed biometric in criminal in-
vestigation and physical access control. Like other biometric 
technologies, fingerprint verification system works with two 
stages: registration and verification. During registration a us-
er’s live fingerprint will be measured to obtain fingerprint 
images, from which a template is extracted and then stored in 
a database.  During verification, the person must provide the 
same live finger for new image capturing. A new template will 
be generated from the new image and then matched against 
the registered template. The matching score will be compared 
with a predefined threshold to determine whether the new 
template matches the stored template or not. 

As Jain [1] indicated that the fundamental premise of bio-
metric recognition is that biometric traits are unique and per-
manent with very small intra-class variability and very large 
inter-class variability.  

The large intra-class variability could be caused by short-
term effects such as changes in moisture, temperature, sensor 

type, illumination, finger pressure and position, etc, or by 
long-term effects such as ageing. A few papers have been con-
centrated on accounting for the intra-class variability of fin-
gerprints due to ageing. Kang et al. [3] found that four differ-
ent types of sensors perform differently and optical sensor 
showed the best results. Modi et al. [4] studied the impacts of 
ageing on fingerprint matching and found that error rates in-
crease for fingerprints of older individuals from which it is 
more difficult obtaining quality images. Uhl and Wild [5] 
found that the verification performance of different fingers are 
different from each other, such as middle finger often has low-
er equal error rates than little finger. Overall, there is limited 
literature concentrated on the intra-class variability of finger-
print. 

In recent years the fingerprint based misidentification cases, 
such as Brandon Mayfield [8], Shirley McKie [9], Rick Jackson 
[10], and Lana Canen [11], have raised the doubts on the effec-
tiveness of a latent or partial fingerprint for identification. 
However, it is a common belief of the biometric community 
that a single fingerprint image with reasonably good quality 
can always verify a user automatically. In this paper, to check 
the validity of such a belief we investigate the accuracy of fin-
gerprint based verification by matching fingerprint minutiae 
template constructed from a single fingerprint image of good 
quality. Also we make an attempt to check if short-time inter-
val has any effect on fingerprint matching. 

The rest of the paper is organized as the following. In sec-
tion II, fingerprint minutia and matching algorithm are briefly 
described. Section III presents the experimental results with 
six publicly available fingerprint databases. In Section IV we 
summarize the paper and propose future research direction. 

2 METHODS 
Currently, majority of automatic fingerprint recognition sys-
tems are based on minutia points, which are the ridge endings 
and ridge bifurcations (Refer to Fig. 1). Each point is repre-
sented with one triple (x, y, θ), where (x, y) is a minutia’s Car-
tesian coordinates, and θ is the orientation of ridge flow at the 
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point. A fingerprint template consists of a number of such 
points extracted from one or more fingerprint images. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Fingerprint minutiae 
 
 
The matching algorithm consists of three major steps [27], 

[28]: 
•Construct intra-fingerprint minutia comparison tables 

(CT) 
One CT is for the registered fingerprint and one CT is for 

the query fingerprint. For each pair-wise minutia comparison, 
an entry including the length (d) of the line segment between 
the two minutiae and the angles (β1, β2) between each minutia 
and the line connecting the two minutiae, is made into a CT. 

•Construct inter-fingerprint minutia compatibility tables 
Compare each entry in the registered fingerprint’s CT to the 

entries in the query fingerprint’s CT. If the differences be-
tween the lengths of the two segments and those of the corre-
sponding angles are smaller than or equal to the predefined 
thresholds, an entry representing the two pairs of minutiae 
will be made into the inter-fingerprint minutia compatibility 
table.  

•Traverse the inter-fingerprint compatibility tables to ob-
tain a matching score between the two fingerprints.  

More details can be obtained from NIST Biometric Image 
Software [27], [28]. All the matching results in this paper are 
obtained with this algorithm, based on the threshold value 40. 

In this study six fingerprint databases are selected, as given 
in Table 1. According to [24], the original datasets were con-
structed with three sessions separated by intervals of more 
than two weeks. During each session four images were cap-
tured from each finger. In all there were 12 images per finger 
from three sessions. However, the downloaded databases con-
tains only 8 images from each finger in both DB1_A and 
DB1_B of FVC2004. Therefore, it is unclear about the sessions 
from which the images were captured.  

 
 

TABLE 1 
DATABASES UTILIZED FOR EXPERIMENTS 

 

Fingerprint database 

 

DB1_B 

FVC2000 

DB1_B 

FVC2002 

DB1_B 

FVC2004 

DB2_B 

FVC2006 

DB1_A 

FVC2004 

DBII 

PolyU 

Source [22] [23] [24] [25] [24] [26] 

Sensor type Optical Optical Optical Optical Optical Optical 

Image size 300x300 388x374 640x480 400x560 640x480 640x480 

Resolution 500dpi 500dpi 500dpi 569 dpi 500dpi 1200dpi 

No. Fingers 10 10 10 10 100 148 

Images/per finger 8 8 8 12 8 10 

Imaging sessions 1 1 N/A 1 N/A 2 

 
For the DBII from PolyU [26], there were two image-

capturing sessions separated by two weeks. In the first session 
a set of five images were captured from each finger. In the 
second session another set of five more images were captured 
from the same finger. The ten images were separated into two 
groups according to their capturing sessions. 

All the experimental results in this study are obtained from 
fingerprint images in these databases. 

3 EXPERIMENTAL RESULTS 
First we conducted testing with the databases from Finger-
print Verification Competition (FVC). Then, experiments were 
carried out with the high-resolution fingerprint database DBII 
from PolyU [26]. The results are given below. 

3.1 FVC2000~2006 [22], [23], [24], [25] 
As given in Table 1, for the following three databases, DB1_B 
of FVC2000, DB1_B of FVC2002, and DB1_B of FVC2004, each 
contains 80 images captured from 10 fingers, while DB2_B of 
FVC2006 contains 120 images captured from 10 fingers.  

For all the images from each finger, we do the following 
steps: 

•Process image for minutiae extraction: each image is en-
hanced, binarized, and then compressed with wavelet scala 
quantization (wsq) at a ratio of 15:1. 

•Construct a minutia template for every image: minutiae 
extraction procedure is carried out on the wsq-compressed 
fingerprint image. 

•Match each template against other templates belonging to 
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the same finger to obtain matching scores with the matching 
algorithm from [28]. 

•Categorize each matching score as a match or a non-
match based on the threshold. 

•Calculate the matching rate (or non-matching rate) based 
on the number of matching scores (or non-matching scores). 

In this paper, if the matching score is greater than or equal 
to the chosen threshold, 40, it is considered a match. Other-
wise, it is a non-match. 

For the DB2_B of FVC2006, there are 12 images for each 
finger, which give 66 matching scores (12×11/2 =66). One cal-
culation example is given here. For Finger#2, 41 out of 66 
matching scores are greater than or equals to the threshold 40. 
Therefore, the genuine match score for Finger#2 is calculated 
as the following: 

 
(41÷66)×100% = 62.1% 

 
For the other three databases, there are 8 images from each 

finger, which give 28 matching scores (8×7/2 =28). The genu-
ine match rates are calculated accordingly. The results are 
summarized in Table 2. 

 
TABLE 2 

AVERAGE GENUINE MATCH RATES OF DIFFERENT IM-
AGES OF SAME FINGER 

 

FVC 

Database 2000 2002 2004 2006 

Finger#  DB1_B DB1_B DB1_B DB2_B 

1 3.6% 32.1% 46.4% 12.1% 

2 57.1% 50.0% 50.0% 62.1% 

3 39.3% 14.3% 57.1% 93.9% 

4 85.7% 89.3% 85.7% 43.9% 

5 57.1% 71.4% 42.9% 37.9% 

6 78.6% 100.0% 21.4% 77.3% 

7 78.6% 100.0% 71.4% 7.6% 

8 28.6% 96.4% 53.6% 80.3% 

9 60.7% 64.3% 32.14% 98.5% 

10 7.1% 82.1% 7.1% 92.4% 

Average 49.6% 70.0% 46.8% 60.6% 

Total 

Average 56.8% 

 
 
From Table 2 we can identify the following fingers that give 

the lowest genuine match rate for each database: Finger#1 of 
FVC2000 DB1_B (3.6%), Finger#3 of FVC 2002 DB1_B (14.3%), 
Finger#10 of FVC2004 DB1_B (7.1%), and Finger#7 of 
FVC2006 DB2_B (7.6%), as highlighted in the table. These re-
sults tell us that the genuine match rates for some fingers can 
be very low. Therefore, false non-match becomes an issue for 
these fingers. 

Looking at the average genuine match rates for all the fin-

gers in a database (columnwise) in Table 2, we can see that 
DB1_B of FVC2002 has the highest average genuine match rate 
70.0%, while DB1_B of FVC2004 has the lowest average genu-
ine match rate 46.8%. Since the overall average genuine match 
rate for all the databases in Table 2 is 56.8% (in the last row), 
which gives a false non-match rate 43.2%, the accuracy of such 
a fingerprint verification system is generally considered as 
unacceptable.  

By dissociating the original finger number with its corre-
sponging score, we sorted the matching scores for each data-
base and plotted the results into Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

 
Fig. 2. Reordered genuine match rates for the individual 

fingers in FVC databases 
 
From Fig. 2 we can see that DB1_B of FVC2002 has the best 

genuine match rates, followed by DB2_B of FVC2006, DB1_B 
of FVC 2000, and DB1_B of FVC2004 in that order. These find-
ings are consistent with the results reported by Li et al. [12]. 

Since the number of fingers covered by the four databases 
listed in Table 2 is small, the validity of these results can be 
questioned. Therefore, we further carried out experiments 
with DB1_A of FVC2004, which contains 800 images from 100 
fingers (8 images from each finger). The results are plotted in 
Fig. 3. 

From Fig.3 we can estimate that the overall average of 
matching scores for the the entire database should locate 
somewhere between 0.5 and 0.6, as indicated by the horizontal 
line in the figure. In fact, we found by calculation that the low-
est average genuine match rate is 14.3% (Finger#96) and the 
highest average genuine match rate is 96.4% (Finger#31 and 
Finger#100). The overall average genuine match rate for the 
100 fingers in the database is 54.4%, which is very close to the 
overall average given in Table 2. 

With these results we conclude that it is inaccurate to verify 
users based on a single fingerprint image. To check the validi-
ty of this conclusion, we carried out experiments with another 
database containing high-resolution fingerprints. The results 
are given in 3.2. 
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Fig. 3. Genuine match rates of the individual fingers in 

DB1_A of FVC2004 
 

3.2 PolyU HRF Database DBII [26] 
In this section the fingerprints in the high-resolution fin-

gerprint database DBII prepared by the Hong Kong Polytech-
nic University [26] were utilized. Details about images in the 
database are given in Table 1.  

Here we carried out matching experiments with the follow-
ing three categories (after constructing the minutiae tem-
plates): 

•Category 1 (cat-1): self matching - a template matches 
against itself. In reality it is impossible to regenerate a bio-
metric template with 100% accuracy. However, this type of 
matching represents an ideal circumstance that can be used for 
the purpose of comparison a contrast with non-ideal or practi-
cal situation. 

•Category 2 (cat-2): same day matching - a template match-
es against a different template extracted from an image cap-
tured in the same session. This is the scenario when a user 
starts using the finger for verification right after registration. 

•Category 3 (cat-3): 2-week interval matching - a template 
matches against a different template extracted from an image 
captured two weeks after registration. This represents a more 
common scenario on when a user would use his register fin-
gerprint for verification that category 2. It is a testing on short-
term stability of fingerprint. 

Since there are two image-capturing sessions (separated by 
two weeks), each of which produces five fingerprint images, 
there are 10 cat-1 matching scores (10 different images), 20 cat-
2 matching scores (5x4/2=10, 10x2=20), and 25 cat-3 matching 
scores (5x5=25). 

Experiments were conducted with 148 fingers in the data-
base. The matching results of four fingers, Finger#32, #33, #95, 
and #112, are given in Fig. 4. The finger-wised average match-
ing scores for all 148 fingers in DBII are plotted in Fig. 5 and 
the finger-wised non-self matching scores are replotted in Fig. 
6.  

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Matching results of four fingers in HRF DBII PolyU 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. Individual finger based average matching scores of 

the fingerprints in DBII 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6. Individaul finger based non-self average matching 

scores of the fingerprints in DBII
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From Fig. 4, Fig. 5, and Fig. 6, we can draw the following two 
conclusions: 
•The self (cat-1) matching scores are much higher than the 
non-self matching scores (cat-2 and cat-3). 
•The same day matching scores are generally higher than 
those of the 2-week interval. 

The matching results of the four fingers in Fig. 4 and the 
overall average for all the fingers in DBII are summarized in 
Table 3, based on the selected threshold. 

 
TABLE 3 

MATCHING RESULTS SUMMARY FOR FINGERS IN DBII 
 

# 
  

 Average & Standard deviation (Std) Matching rate 

cat-1 Std cat-2 Std cat-3 Std cat-2 cat-3 

32 228.4 94.2 9.9 7.0 5.4 3.2 0 0 

33 664.7 109.6 180.5 33.0 79.3 21.5 100 100 

95 525.4 58.9 128.8 42.4 15.2 8.4 100 0 

112 633.4 119.2 119.8 57.9 41.3 21.6 80 52 

All  645.3 95.4 106.9 42.5 42.8 16.0 88.6 45.2 

 
From Table 3, it can be seen that: 
•For Finger#32, the matching rates for both cat-2 and cat-3 

are 0%. Therefore, a single image of this finger cannot be used 
for user verification.  

•For Finger#33, even though the 2-week interval lowers the 
matching scores significantly, the matching rates for both cat-2 
and cat-3 are 100%. Therefore, a single image of this finger is 
adequate for user verification.  

•For Finger#95, the cat-2 matching rate is 100% while the 
cat-3 matching rate is 0%. That is to say, the fingerprint images 
changed dramatically during the 2-week interval. Therefore, 
this type of images cannot be used for user verification due to 
their lackness of stability. 

•For Finger#112, the cat-2 matching rate is 80% while the 
cat-3 matching rate is 52%, which means the fingerprint imag-
es changed significantly during the 2-week interval. Applying 
this type of images for user verification can result in very high 
false rejection rate. 

•For the entire database, The average cat-2 (Same day) 
matching rate is 88.6%, which mean that if users register their 
fingerprints and then use them on the same day (or immedi-
ately), 11.4% of the users will not be able to authenticate them-
selves successfully with a single image. Perhaps it is okay for 
controlling access to high-security facility to have such a high 
false rejection rate. However, it is generally unacceptable for 
commercial applications with a large customer population. 
Since the average cat-3 (2-week interval) matching rate is 
45.2%, such a system will fail to verify its registered users with 
a single image in most circumstances. 

These results are comparable to those given in 3.1. 
In sum we reiterate our conclusion that even with high res-

olution fingprint, it is inaccurate to verify a user based on a 
single fingerprint image. 

4 CONCLUSIONS 

In this paper we utilized the most widely adopted open source 
fingerprint software to investigate the accuracy of user verifi-
cation with a single fingerprint image. Six online accessible 
databases were selected for testing, including DB1_B of 
FVC2000, DB1_B of FVC 2002, DB1_B of FVC2004, DB2_B of 
FVC2006, DB1_A of FVC2004, and HRF DBII of PolyU.  

In the experiments, one minutiae template is extracted 
from one fingerprint image.  The template is matched against 
another template originated from the same finger to generate a 
matching score, which is then compared with a predefined 
threshold to determine the matching results: a match or a non-
match. 

Our experimental results show that for the fingerprints in 
the three DB1_B and one DB2_B databases of FVC, the average 
genuine match rate based on a single image is about 56.8%, 
while the rate becomes 54.2% for the fingerprints from DB1_A 
of FVC2004 (The corresponding false non-match rate is 45.8%) 

With the fingerprints from the DBII of PolyU, we carried 
out experiments with the following three categories: cat-1 (Self 
matching, one image), cat-2 (different images captured on the 
same day/session, non-self), and cat-3 (different images cap-
tured with a 2-week interval, non-self). The results show that 
the self (cat-1) matching scores are much higher than the non-
self (cat-2 and cat-3) matching scores. And the same day (cat-
2) matching scores are generally higher than the 2-week inter-
val (cat-3) matching scores. The overall average genuine match 
rate is about 45.2% (The corresponding false non-match rate is 
54.8%). Therefore, the short-time interval does have a signifi-
cant effects on the matching for the fingerprints in the data-
base. 

Due to the low genuine match rates, we conclude that au-
tomatic user verification with minutiae template generated 
from a single image may have unacceptable high false non-
match rate. Future research will be directed towards extracting 
other distinct information from an image, in addition to its 
minutiae, to reduce false non-match rates and improve match-
ing performance. 
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